Introduction

Several textbooks (Booch 1994; Jacobson et. al. 1992; Rumbaugh et. al. 1991) on Object-Oriented programming (OOP) refer the reader interested in the epistemological foundations of this discipline to Ayn Rand’s *Introduction to Objectivist Epistemology* ([1966–67] 1990). At the 1995 Summer Seminar of the Institute for Objectivist Studies, Robert Hartford presented a participant paper on Objectivist epistemology and OOP, focused on Ayn Rand’s use of “Conceptual Common Denominators” and analogous application of the techniques of inheritance in OOP. Readily apparent correspondences between several aspects of OOP and Objectivist epistemology have led to extensive but not always well-informed speculation, in Internet Web sites and newsgroups, about their relationship. To resolve these issues, I asked Alan Kay and other pioneers of OOP about the historical facts. The results of my queries, and related observations about the cross-applicability of logical techniques based on Objectivist epistemology and OOP, are detailed below.

What is Object-Oriented Programming?

One of the formative events at the beginning of modern experimental science took place in 1588 when Galileo Galilei’s father, musician and music theorist Vincenzo Galilei, asked the young Galileo about the relationship of tension on a string to its frequency of vibration. Galileo found differing formulas in the works of Aristotle and Archimedes, and resolved the question by experimental measurement. Archimedes turned out to have been right. That Aristotle was wrong, about a fact that could have been readily established by direct reference to reality, cast a long shadow on the potential value to science of Aristotle’s ideas, including Aristotle’s account of causality. In the words of Taylor (1976, 57), post-Galilean science had “a pronounced tendency to eschew Aristotelian concepts wherever possible. There have not been wanting scientists and philosophers who have insisted that the very concept of a cause is quite worthless, being ‘anthropomorphic’ in origin and in any case replaceable by such less esoteric concepts as concomitant variations, invariable sequences, and so on. Bertrand Russell declared the concept of cause a ‘relic of a bygone age. . . .’ Willard van Orman Quine wrote that ‘the notion of cause would have no place in a suitably austere ontology.’” This was a standard view in post-Humean empiricism. Causation, like consciousness, became invisible to the very people who were studying it, hidden under cognitively abstruse but “philosophically correct” substitute labels.
Avoiding the vocabulary, if not the fact, of causation is particularly difficult in applicable science. Scientific engineering, including software engineering, is concerned with finding the optimal efficient causes for one’s desired final cause. Even stating what their discipline is about becomes difficult if engineers try to avoid the concepts of causation. Paraphrasing Cheswick and Bellovin’s 1994 observation about network security policies, everyone has a mental model of causation; those who think that they don’t have one use theirs anyway; they just don’t know what their model is.

The implicit model of causation used by scientists and engineers since Galileo, and possibly since Archimedes, might be called the event-state-event-state-event-model. In this model, events change the state of reality; states of reality, in turn, trigger events, which change the state of reality etc. In some applications of the event-state-event model, the intervening states are made implicit, so that events are said to cause events that cause subsequent events in an endless chain. This is the event-event process model, also called the “billiard model” of causality. Or one might make events implicit, and model only the transitions from one state of reality to the next. In applications of discrete mathematics this is called the “state machine” model.

Procedural, Applicative, and Declarative Languages

Every programming language, and every conscious methodology of solving software engineering problems, is based on one or more model(s) of causation. The processing units, from which computers are built, are designed to carry out a sequence of actions or steps, and early computer languages (such as Fortran, developed by John Backus at IBM between 1954 and 1957) specified abstract descriptions of event sequences. The state of data, used to represent the state of reality in computer programs, was used occasionally to decide what action was carried out next, but otherwise “state” was implicitly treated as a result, but not a cause, of sequenced events. The programmer used the programming language to specify the procedure—that is, the sequence of actions—meant to achieve the desired result. Computer languages based on the event-event implicit model of causation (Fortran, Algol, Basic, C, etc.) are called procedural languages. As the range of problems tackled by software engineers expanded, it began to include situations in which computer programs emulated, replaced, or assisted humans in tasks for which human cognition uses a mental representation of the aspects of reality that the human is manipulating.

Programming languages in which actions are applied to data representing the current state of reality are called applicative languages. Applicative languages explicitly implement in full the tacit event-state-event-state-model of causation. Starting with the artificial intelligence list-processing language Lisp, applicative programming languages include the extended AI language Scheme, teaching language Logo, matrix-crunching language APL, machine and experiment control language Forth and

```
PROGRAM primecheck:
  { This is Turbo Pascal. }
VAR n,i,mi: INTEGER;
continue: BOOLEAN;
status: STRING[10];
BEGIN
  writeln('Enter a whole number (type 0 to quit) : ');
  readln(n);
  status := ' is prime';
  IF n>2 THEN continue := TRUE;
  ELSE continue := FALSE;
  i := 1;
  max := trunc(sqrt(n));
  { max is the largest divisor that must be checked to see if n is prime}
  WHILE continue DO
    BEGIN
      i := i + 1;
      IF (n MOD i)=0 THEN
        BEGIN
          status := ' is not prime';
          continue := FALSE;
        END;
      continue := (i < max);
    END; {end of WHILE loop}
  writeln(n);
  writeln(status);
  UNTIL n=0
END.
```
Real-world objects all have state and behavior. For example, dogs have state (name, color, breed, hungry) and behavior (barking, fetching, wagging tail). Bicycles have state (current gear, current pedal cadence, two wheels, number of gears) and behavior (braking, accelerating, slowing down, changing gears).

Software objects also have state and behavior. A software object maintains its state in one or more variables. A variable is an item of data named by an identifier. A software object implements its behavior with methods. A method (in the glossary) is a function (subroutine) associated with an object.

Aristotelian Causality and Object-Oriented Languages

In categorizing computer languages, the term “Object-Oriented” pertains to those languages in which states and actions do not appear by themselves, as primitive building blocks of processes and programs, but rather, and only, as attributes and actions of entities. The basic building block (and in strictly object-oriented languages the only stand-alone primitive abstraction) is the Object, which models an entity. Actions (methods) are always the actions of an entity (or of a class of entities).

In contrast to procedural, applicative, and declarative programming languages, which are based on the tacit event-state-event-state conception of causality, object-oriented languages implement the Aristotelian view of causality: that entities act according to their identity. OOP is programming in accordance with what Rand (1957, 954) called the law of causality: “The law of causality is the law of identity applied to action. All
actions are caused by entities. The nature of an action is caused and determined by the nature of the entities that act; a thing cannot act in contradiction to its nature.”

Matching Abstractions

When a reader familiar with Objectivist epistemology encounters OOP or when a programmer familiar with the abstractions of an object-oriented language such as Java encounters Objectivist epistemology, it is difficult not to notice an exact mapping between the foundational abstractions of the two systems (Table 1):

The correspondences above are architectural rather than ontological. Ontologically, all the abstractions of OOP refer to representations. Of the abstractions in Objectivist epistemology, only concepts are representations of reality in the mind. Units are objective in Rand’s specific sense of a relation, analogous to Gibson’s (1972; 1977) affordances, between human perception and its object in (usually external) reality. Finally, actions, attributes, measurements, etc. are out in the world. An ontological correspondence would match representations with representations, i.e., classes with concepts but instances with knowledge of units, methods with knowledge of actions, variables with knowledge of attributes, etc.

Just as in Objectivist epistemology a concept subsumes a class of units characterized by analogous actions and attributes, a class in OOP is characterized by a list of member methods and variables. For example, the concept of “chair” might be characterized:

Thus, the characterization of a class (concept) starts with variables for the attributes (in this case heightOfSeat, depthOfSeat, widthOfSeat, numberOfLegs, hasBack, etc.) of an instance (unit) of that class, without specifying their specific values, which may vary from instance to instance. This works exactly like measurement omission in the Objectivist account of concept specification. The listing of member variables is followed by listing the “member methods” (actions) of which instances of the class (units of the concept) are capable, etc.

This correspondence goes beyond the implicit models of causality and the relationships among fundamental abstractions. Most specific principles of Objectivist epistemology map exactly to the corresponding principles of OOP. For example, the epistemological principle that “each omitted measurement of a concept must exist, for each unit of that concept, in some quantity, but may exist in any appropriate quantity” (expanded from Rand [1966–67] 1990, 18) maps exactly to “each member
variable of an object class has, in each instance of an object of that class, some specific value, but it may
have any appropriate value.”

When this correspondence is not already exact, the statements of analogous principles of the two
systems gain precision when qualified and expanded, as in this example, to match each other exactly.
Interestingly, Rand anticipated the OOP terminology of
“Object” and “Method” in reference to representations of
entities and actions. In Introduction to Objectivist
Epistemology, “object” refers to the counterpart, in reality, of
the referent of a mental process such as emotion or cognition,
e.g., “[t]he object may be a thing, an event, an activity, a
condition or a person” (34). Similarly,
“[c]oncepts of method designate
systematic courses of action devised by men” [e.g., programmers] “for the purpose of achieving certain goals.” (35).

OOP and the Event-State-Event Model of Causation

The history of OOP languages goes back to the design of SIMULA 1, Dahl
and Nygaard’s 1966 extension of a procedural language, ALGOL, to support
simulation of systems with discrete probabilistic events. Pre-OOP languages, including procedural
languages such as ALGOL, supported the event-state-event model of causality embedded in classical
physics from Galileo to the discovery of radioactivity by Becquerel in 1895. Becquerel’s discovery
marked the beginning of the end of classical (that is, event-state-event) models in physics. Radioactive
nuclides, and other systems with discrete probabilistic events, proved
surprisingly difficult to represent in the event-state-event model. To
accommodate the description of systems with discrete probabilistic
behavior, the preservation of event-state-event causality required the
invention of “hidden” (that is, intrinsically unknowable) state variables that
made system descriptions complicated and unwieldy, without any benefit in
coherence or predictability.
The difficulties of fitting the discoveries of modern physics into the
previously dominant (or “classical”) event-state-event model of causation
were explored by Whitehead (1929), who proposed an alternative ontology,
complete with his own model of causation. While Kay mentions Whitehead
in his correspondence (see Appendix A), Whitehead’s complex ontology
never found any actual application to the work of contemporary science. In
any case, Whitehead’s ontology, which posited events, and processes of
events, as primary existents, is not likely to have influenced the
development of a programming paradigm in which events are represented
only as “methods of objects,” that is, actions of entities. To many
physicists, the event-state-event model used in “classical” (that is,
nineteenth-century) physics seemed coextensive with causality as such.
Whitehead’s identification of basic incompatibilities between modern
physics and event-state-event causality led physicists to disclaim the very notion of causality, or to reject the knowability of causes. In the new, “acausal” physics, it was simply the nature of some nuclides to decay with a fixed probability per unit of time. In fact, the new physics did have an implicit model of causality; it was only that physicists did not recognize the model of causality they were now using. It was Aristotle’s causality: the nature, fact and probability of the nuclear decay event, were caused and determined by the nature of the entity—the radioactive nuclide—whose action it was. By conforming to the physicists’ new way of thinking about systems with discrete probabilistic events, SIMULA actually implemented the representation and simulation of Aristotelian causality in a programming language.

SIMULA 1: Simulating Aristotelian Causation

SIMULA 1 (1962–1965) added to ALGOL, an otherwise straightforward procedural language, two programming constructs were required for modeling Aristotelian causality: the class and the virtual procedure, the latter being a precursor of what in modern object-oriented languages is called a method. Except for the availability of those two abstractions, SIMULA 1 was just ALGOL. The user of SIMULA 1 was expected to use the event-state-event causal model of classical physics for everything except modeling discrete event systems.

A SIMULA 1 “class” was actually what is called today a class constructor: a procedure to allocate storage for information about an entity (object instance) belonging to the specified class, and to perform actions necessary for the simulation to reach the state representing the existence and activation of the object instance. A “virtual procedure” was a member variable specifying the behavior of the object instance in a (deterministically or probabilistically) specified context; the value of this variable was an actual procedure defined elsewhere.

In 1967, Dahl and Nygaard used feedback from experience with SIMULA 1 to design SIMULA 67, which pioneered subclasses and inheritance from class to subclass. SIMULA was still, and remains, an object-oriented extension to a basically procedural language. It lacks explicit destructors (destructors, which are discussed later in this article in connection with scope tracking, would have been difficult to integrate with a procedural language such as ALGOL) but otherwise contains all the expected abstractions of subsequent “pure” object-oriented languages.

SIMULA 67 also has an interesting hint that Dahl and Nygaard knew they were enabling computer simulation of Aristotelian causality. While the names of all the other operators in SIMULA, as in ALGOL, come from the English, one operator uses the Latin “qua” rather than the English “as.” This recalls the neo-Aristotelian scholastics, who were fond of saying not merely that an entity has some characteristic, but that it has that characteristic qua an instance of a specific class. In SIMULA 67, the “qua” operator indicates that an attribute or action should be applied from its default value in the specified class, rather than from its specific value in the designated object instance. So if “American” is a subclass of the class “Man,” and John is an instance of the class American, then one might write, in SIMULA,

```
John.values(baseball);
(John qua Man).values(freedom);
```
If Dahl and Nygaard were indeed aware of SIMULA’s connection to the Aristotelian conception of causality, this awareness would have been very unusual for their time. In the 1960s, physicists still wrote of modern physics as “acausal.” Our current identification of the causal model of modern physics with that of Aristotle only dates to Harré 1970 and Popper 1982. SIMULA 67, with minor additions and changes, evolved into the current standard SIMULA language.

**Objects and Turtles To Think With**

Although SIMULA 1 is generally acknowledged as the precursor of today’s OOP languages, no one connected with the SIMULA project used the term “object” until much later, after that term was made popular by Smalltalk. (Early SIMULA documents refer to what are now called “objects” as “records” or “structures” produced by invoking a class, the class being an initialization procedure; see above.) The first use of the term “object” in connection with software is due to Seymour Papert, at MIT, in the late 1960s.

Seymour Papert, a mathematician, worked with Jean Piaget at the University of Geneva from 1958 to 1963. He then came to MIT, where he collaborated with Marvin Minsky in research on mathematical psychology and artificial intelligence; they co-founded MIT’s Artificial Intelligence Laboratory in the late 1960s. His interest in extending Piaget’s work on cognitive development led Papert (1980) to develop a highly simplified applicative language, LOGO, to experiment with the teaching of mathematical concepts through programming. In 1968–69, LOGO was used in place of the normal mathematics curriculum by a small seventh-grade class at Muzzy Junior High School in Lexington, Massachusetts (218). Although these students did manage to learn some concepts and write a few programs, the lack of a concrete referent for program abstractions was clearly an obstacle; it promised to be an even greater obstacle for younger children with whom Papert was planning to work in subsequent years. Drawing on experiences from his own childhood, when he discovered what he later found were basic mathematical concepts by playing with toy gears, Papert came up with the idea of “objects to think with”; he was experimenting with both actual objects under computer control, and visual representations of program-controlled objects on the computer screen (11).

Papert eventually settled on a computer-controlled “turtle,” and its graphical equivalent; children could now think of LOGO program instructions as messages sent to the turtle.

In subsequent experiments, Papert and Radia Perlman (218) found that children as young as four years old could learn to control mechanical turtles; Cynthia Solomon (218) found that first-graders could learn to program by using schematic turtles on a computer screen as their “objects to think with.”
Smalltalk and Rand’s Objectivist Epistemology: Children Show The Way

Alan C. Kay (1993) has written a comprehensive account of the early history of Smalltalk, the first consciously object-oriented programming language, and the source of the architecture of abstractions that underlies every OOP to date; an architecture identical (see above), except for labels, to that of Rand’s Objectivist epistemology. The following summary extracts from Kay (1993) those influences that bear on independent but convergent development of OOP and Objectivist epistemology; for the broader context of these events the reader is referred to Kay’s account.

As a graduate student at the University of Utah, which he entered in 1966, Kay studied an early release of SIMULA 1. In 1968, he heard of Seymour Papert’s work from Marvin Minsky, at a meeting on Education in Park City, Utah. Later that year, Kay visited Seymour Papert’s laboratory and met Cynthia Solomon. Solomon’s finding that first-graders could learn to program, if programming was presented in the form of messages to “an object to think with,” was the second big insight for Kay: “As with SIMULA leading to OOP, this encounter finally hit me with what the destiny of personal computing really was going to be” (73).

After completing his dissertation in 1969, Kay moved to the Stanford Artificial Intelligence Laboratory, where he “spent more time thinking about notebook Kiddy Komputers than AI” (74). When Xerox set up its Palo Alto Research Center in 1970, Kay began to consult for it; in 1971, he set up the Learning Research Group and wrote the first draft of Smalltalk. In 1972, Dan Ingalls, a member of Kay’s group, wrote a working Smalltalk language processor. Smalltalk was derived from SIMULA and LOGO by taking only their contributions to the object idea, and rigorously discarding everything else. In SIMULA, classes were an extension of procedural ALGOL. In LOGO, there was only one object, the Turtle, and sending messages to this object was an instructional metaphor used to teach an otherwise applicative language. In Smalltalk, everything is an object. All objects communicate exclusively by sending and receiving messages. Every object is an instance of a class, which encapsulates the shared behaviors of its instances. While classes in Smalltalk 72 still looked like (and could be used as though they were) functions in a procedural language, by 1976 all the features of a modern object-oriented language were in place. Smalltalk 76 included inheritance (discussed in a separate section below), and free-standing functions were eliminated (i.e., every event takes place when an object carries out one of its methods—that is, every event is an action of an entity that acts).

Cognitive Psychology, Biology and the Foundations of Smalltalk

Kay includes an appendix of acknowledgments, written in 1973, shortly after Smalltalk 72 started working. It begins: “Much of the philosophy on which our work is based was inspired by the ideas of Seymour Papert and his group at MIT” (93). Papert was responsible for getting computer scientists to think of knowledge representation as an application of epistemology. Papert’s philosophy—or rather epistemology—is the “genetic epistemology” of Jean Piaget (1950), with whom Papert had worked
between 1958 and 1963. Piaget was primarily a biological and psychological theorist. He regarded epistemology as contiguous with cognitive psychology and developmental biology; his innovation was to treat epistemology as a discipline of applied science—in Objectivist terms, an applied philosophical science based on the primacy of existence, rather than the primacy of consciousness that underlay prior “humanistic scholarship” in the philosophical disciplines.

Before Piaget, epistemologists based their prescriptions for knowledge representation on abstractions that had no specific grounding in how human minds actually represent knowledge. Piaget was the first to insist that epistemological prescriptions be based on what was actually known about the human mind, its biological function, its genetic evolution and its development, in reality.

Kay’s rethinking of programming along explicitly object-oriented lines started with his application of scientific findings about how children actually develop their representations of knowledge, brought by Seymour Papert from Jean Piaget’s psychological laboratory to the MIT Artificial Intelligence Lab. Kay (1993) mentions two other philosophical ideas that guided the development of Smalltalk. One is Leibniz’s monadic meta-principle: “To get everything out of nothing, you only need to find one principle” (74).

Kay divides programming languages into those that “seem to be an agglutination of features—or a crystallization of style . . . LISP, APL, and Smalltalk are the second kind. It is probably not an accident that the agglutinative languages all seem to have been instigated by committees, and the crystallization languages by a single person” (69–70). While Kay is less extreme than his Leibnizian rhetoric might suggest—he lists a half-dozen principles, not just one, as the foundation of Smalltalk—it was this Leibnizian minimalism that drove the requirement for the simplest structure of abstractions that was both consistent with how human children learn and sufficient to represent all knowledge.

The third is Plato’s principle (Phaedrus 12:265e) “of dividing things into classes where the natural joints are, and not trying to break any part after the manner of a bad carver.” Kay (1993) quotes a modern abbreviation of this idea, “dividing nature at its joints” (71). Dan Ingalls, the implementer of Smalltalk, mentions the same principle in his 1981 interview in BYTE. This means that the designer of a programming language should not just invent a structure of abstractions from aesthetics and whimsy; rather, the abstractions must mirror the already existing structure of the problem the designer is solving, even if that problem is as broad as the representation of knowledge itself.

The Question of Rand’s Influence

Rand first published her Introduction to Objectivist Epistemology in eight consecutive monthly issues of The Objectivist, from July 1966 through February 1967. She re-published it as a monograph from The Objectivist later in 1967. Between 1969 and 1971, she hosted a seminar on her work in epistemology with some dozen philosophers, mathematicians and physicists. The abstractions Rand proposed to represent knowledge in her work, and the relations among those abstractions stand, as noted above, in an exact one-to-one relationship to those of OOP as developed by Kay between 1971 and 1976. Their architectures of abstraction for the representation of knowledge are identical; the only differences, apart from ontology, are in labels.

In view of the temporal sequence, it seemed plausible to ask whether Rand’s work had any actual influence on Kay and his colleagues at Xerox PARC. In October 2001, I sent electronic mail messages to
Kay, and to all the members of his original Smalltalk team whose e-mail addresses were available on the Internet, asking this question. The replies I received were unanimous: Ayn Rand’s epistemology was not discussed by or known to any of them. Kay kindly sent me an extended reply, reproduced in Appendix A, in which he mentions Carnap as the source of the neo-Aristotelian conception of causality (each action is caused and determined by the nature of the entities that act) underlying the object-oriented paradigm.

Parallels to Objectivist Epistemology

As noted by Kay (1993), the inclusion of facts about how children learn into the epistemological foundations of Smalltalk came from Seymour Papert (who in turn credits most of it to Jean Piaget). In this respect, Rand developed her epistemology not very differently from Piaget. The first foundation of Rand’s epistemology was primacy of reality. The philosopher’s job was not merely to invent a normative scheme for how knowledge ought to come about, but to describe how knowledge is actually built, by actual human minds, in reality. But our knowledge of how this happens comes from the findings of developmental psychology. Campbell (1999, 126–27) writes: “Jean Piaget also considered the means by which children acquire new knowledge to be crucial to an account of concept formation (or, for that matter, of any other problem area in epistemology). But for that very reason he rejected all attempts to assert that philosophy has priority over psychology, and all attempts to wall off philosophical inquiry from the theories and findings of psychology.”

Rand’s understanding of the critical role of cognitive capacity limitations and her interest in cognitive development should have led her to regard epistemology as a cognitive science (as Ó Nualláin does), or even as a developmental science (à la Piaget, or Feldman). A truly systematic and integrative conception of knowledge of the sort that Rand aimed at would overcome

---

**Aristotle** explained the behavior of an object, such as a rock, in terms of the “essential nature” of that object. For Aristotle, a non-measurable force existed within an object that compelled it to behave in a certain manner. A stone, for example, was classified by Aristotle as a heavy object, while fire was defined as a light object. Since heavy objects, like stones, tend to fall downwards and light objects, such as fire, tend to move upwards, these behaviors—gravity and levity respectively—were deemed by Aristotle to be part of the essential nature of those objects. The significant point here is that the factors determining the behavior of an object, according to Aristotle, all originate within the object to be explained, and depend upon the unobservable nature of that object.

**Galileo/Modernist Physics:** there was now little concern for classifying objects into abstract categories as a basis for building theoretical explanations. Instead scientists were concerned with the interaction of specific variables that could be discerned to have an effect upon an event. There was no longer a concern with the “nature” of an object, but rather with a more precise determination of the variables contributing to a situation. An event is to be explained as the interaction of specific measurable variables (both internal and external to the object), rather than resulting from either “natural” or “unnatural” forces. Variables rather than types formed the cornerstone of the new explanation. This resulted from an important shift away from a concern with the abstract averages common to a group to the full consideration of a specific situation.
another dichotomy, the dichotomy between epistemology and psychology. Instead, her attempts to isolate philosophy from the sciences have obstructed the assimilation of cognitive psychology by most Objectivists. Even David Kelley, who once taught in a cognitive science program, and has made his own extensive use of ideas from cognitive psychology, still accepts the formulations of Quine, a philosopher who never gave up his allegiance to behaviorism, as circumscribing the potential of “naturalized epistemology,” and continues to insist on one-way traffic between philosophy and psychology.

In actual practice, Rand’s structure of abstractions for the representation of knowledge was, like Piaget’s, Papert’s, and Kay’s, driven largely by the facts of developmental psychology. Because Piaget, unlike Rand and Kay, did not consider the architecture of knowledge representation as the central problem of epistemology, his epistemological system is quite different from theirs. In particular, Piaget’s basic unit of human knowledge is the scheme, not the concept. Because the scheme does not map in a simple or elegant way into an architecture of representation, Kay went on to add other principles to his foundations.

**Kay’s Second and Third Principles**

The second principle mentioned by Kay—“To get everything out of nothing, you only need to find one principle” (1993, 74)—corresponds to something Rand advocated as a basic principle of design. One of the first things that Howard Roark, speaking for Rand, says in *The Fountainhead* is: “Nothing can be reasonable or beautiful unless it’s made by one central idea, and the idea sets every detail” (Rand 1943, 18). It is not surprising to find Rand using this principle, not only in fiction about architecture, but also in her design for an architecture of knowledge representation. Rand and Kay also share a visceral distaste for collectivized design by committees (Kay calls it “agglutinative”). Kay’s third principle (1993, 71; from Plato, *Phaedrus* 12:265e), that his architecture of knowledge representation should let programmers “divide things into classes where the natural joints are” is even more basic for Rand, who developed her epistemology from the premise that correct mental classification, while not intrinsic in reality (contra realists) needs to be coherent with reality (contra subjectivists or nominalists). Binswanger (1989, lecture 3, tape 1, side B) uses the same metaphor from Plato, to explain Rand’s concept of “objective abstraction”:

Objectivism holds, in this regard, that nature is like a roast chicken. It’s true that the roast chicken is not already cut up, and it doesn’t already have dotted lines on it saying “cut here.” So, god doesn’t tell us where to cut the chicken. On the other hand, it doesn’t mean that we can take the knife and just cut anywhere. If you want to avoid making a mess, you have to find the joints, then cut it at the joints. So the joints are there, they’re not labeled; they’re not marked “cut here,” and they’re not physically separated. But there is a right place to divide phenomena and a wrong place. These last two principles also correspond to Rand’s ([1966–67] 1990, 72) twin “razors” of epistemology: “concepts are not to be multiplied beyond necessity . . . nor are they to be integrated in disregard of necessity.”

In sum, the two structures of abstractions match not because of mutual influence, but because they were driven by adherence to the same constraints: (1) Aristotelian causality; (2) developmental psychology; (3) minimalism; and (4) knowledge as an objective relation between representation (for Rand, representation in consciousness; for Kay, representation in programs) and reality. Independent discoveries of the same structure are, of course, frequent in the natural sciences; the possibility of several scientists independently discovering the same set of facts follows naturally from the nature of
their task: to discover, objectively, the facts of the same reality. The two structures of abstractions match because they were discovered, as is done in the sciences, not invented or created out of their authors’ consciousness, as might have been the case in a “humanistic” discipline (as philosophy was traditionally held out to be).

**Primacy of Consciousness vs. Primacy of Reality**

This bears out a point noted by Merrill (1997; see note 4): Historically, the specialized sciences separated from philosophy when their practitioners switched from the “humanistic” focus of philosophy (what Rand calls “primacy of consciousness”) to the discovery of **objective fact** (“primacy of reality”). Rand’s principle of “primacy of reality” means that in objective philosophical science, as in any science, the topic is reality, not ideas. If the philosophical sciences become driven by the primacy of reality, then independent discovery of the same aspect of reality, by two or more scientists, sometimes will happen in objective philosophy as it already happens in every positive science.

One consequence of Rand’s principle of the primacy of existence is that the proper division of philosophical knowledge must be based on the objectively identified structure of fundamental facts of reality, rather than on agreement with any philosophical school or with a specific philosopher’s system of thought. In deference to Rand’s request that the term “Objectivism” be reserved for her own philosophical system, I use the terms “**objective logic**” and “**objective epistemology**” (rather than “Objectivist logic,” etc.) for the content of philosophical sciences based on the primacy of existence as those sciences are extended beyond the scope of Rand’s own work.

**Logic: Scope and Inheritance**

Objective epistemology and OOP attract very different numbers of active researchers. While there are at most a few dozen philosophers and logicians exploring the implications of Rand’s epistemology, computer scientists working on OOP languages and software development methodologies number in the tens of thousands. New logical techniques for object-oriented languages and methodologies are being constantly discovered, developed and tested, and have been since 1972.

In view of the correspondence between Objectivist epistemology and the foundational abstractions of OOP, it may be productive to examine the potential utility, for objective epistemology, of logical techniques developed in the latter.

**Epistemology and Logic**

“Centuries ago, the man who was—no matter what his errors—the greatest of your philosophers, has stated the formula defining the concept of existence and the rule of all knowledge: A is A. . . . I am here to complete it: Existence is Identity, Consciousness is Identification” (Rand 1957, 934). With those words, Rand staked her claim as an innovator—not in metaphysics, where her identification of existence with identity had been anticipated by others, most closely (Kelley 1986, 29 n. 31) by Sartre (1943)—but in epistemology. If logic is “the art of (non-contradictory) identification” (Rand [1966–67] 1990, 46) and epistemology is the study of knowledge—that is, the study of identification—then logic is the art of putting epistemology into practice. To erase doubt about her departure from the epistemology of
Aristotle and the Aristotelians, Rand begins her Introduction to *Objectivist Epistemology* (on the very first page of the original Foreword in The Objectivist) by listing “the Moderate Realists, whose ancestor (unfortunately) is Aristotle” (2) among those offering defective “solutions” (3)—“solutions” in Rand’s own quotation marks—to what is “known as ‘the problem of universals’” (1).

While dissenting from Aristotelian epistemology, Rand certainly admired Aristotelian contributions to logic; the three parts of *Atlas Shrugged* (Rand 1957) are subtitled “Non-Contradiction,” “Either-Or,” and “A is A.” Yet her own contributions to epistemology led Rand (e.g., [1966–67] 1990, 79) to dismiss some traditional Aristotelian arguments as “intrinsicist.” From the perspective of Objectivist epistemology, Aristotelian logic is right but incomplete.

Objectivist epistemology requires a rich logic that includes not only syllogisms, but also error recovery procedures, starting with “when you come to a contradiction, check your premises” (Rand 1957, 188); scope tracking (below, section 5.2 of this article); and simplification tools such as inheritance (below, 5.3) that are necessitated by the two “Razors,” Ockham’s and Rand’s ([1966–67] 1990, 72).

In science, broadly understood as the discipline of acquiring knowledge in accordance with the primacy of existence (Merrill 1991, 155), theory often advances by understanding and integrating methods discovered through practice. Where Rand’s innovations in epistemology have analogues in OOP, logical techniques from OOP can illuminate issues in objective epistemology. In particular, scope tracking facilitates the identification of scope violations (errors that Rand and Peikoff ascribe to “intrinsicism,” see section 5.2 below), while inheritance (Hartford 1995) is useful in detecting violations of Rand’s and Ockham’s “Razors.”

**Scope**

The reason for Rand’s scare quotes around what is known as the “problem of universals” is that she did not regard concepts as “universals” (Rand [1966–67] 1990, 53). The extreme realist (Platonist) and the moderate realist (Aristotelian) schools of thought regard the referents of concepts as intrinsic, i.e., as “universals” inherent in things . . . as special existents . . . While most Aristotelians gave our perception of the facts of reality a role in the recognition of “universals,” they held that once recognized, “universals” could be used universally, without regard to the scope of the facts of reality that led men to recognize them. Therefore, Aristotle’s logic had no use for scope-tracking.

The Aristotelian view of concepts as “universals” led to a logic that was mainly a matter of plugging terms into syllogisms and grinding out conclusions. It is thanks to this legacy of Aristotle that formal logic is normally understood to be maximally decontextualized. Since concepts were assumed to be valid universally, the validity of carrying a valid conclusion from one syllogism to the next was not questioned, and not considered questionable.

In accordance with the principle of the primacy of reality over consciousness, and with her identification of concepts as units of general knowledge in consciousness, Rand explicitly rejects the notion of concepts as “universals”—as special existents (“essences”) intrinsic in reality and universal in scope. In contrast to Aristotle, Rand regards concepts as mental references to classes either
of perceptible units or of simpler concepts; in either case, the boundary of the class subsumed under the concept is itself necessitated by relevant facts about the concept’s constituent units, and by those facts’ relationships to other concepts and facts. Thus, the super-category of “concept” is: a mental reference to (an open, possibly infinite set of) facts of reality. But many (even open, possibly infinite sets of) facts of reality have limited, non-universal scope.

Outside the bounds of the facts of reality to which it refers, a concept refers to—nothing. Rand’s epistemology implies that a concept is valid only within the scope of the facts to which it refers. This unavoidably bears on the practice of logic. Logical operations—such as carrying a term from one syllogism to the next—are only valid insofar as they operate on concepts within the bounds of the facts of reality on which those concepts are based. Outside those bounds, concept labels are mere “floating abstractions” (Rand [1966–67] 1990, 43).

Pointers, Data Structures, Constructors and Scope Tracking

Some OOP languages were created by gradual adaptation of procedural languages. One of these, C++, was an object-oriented adaptation of the widely used procedural language C. Among the programming constructs inherited by C++ from C were “pointers” (reified references). Many defects of software written in C and C++ are traceable to “rogue pointers”—references used outside the scope of the facts to which they refer. The “rogue pointer” is analogous to what Rand calls a “floating abstraction,” and the defects resulting from the use of “rogue pointers” are parallel to errors that Rand and Peikoff ascribe to “intrinsicism” (see, for example, Peikoff’s 1991 discussion of the errors of scholastic Aristotelians in dealing with the virtue of justice (284) or “fair price” (400)). Modern OOP languages, including the otherwise C-based language Java, do without pointers, largely to eliminate the rogue-pointer problem. In these languages, the data structure that describes an instance of an object is explicitly created when the program enters the bounds of the object’s existence, and explicitly destroyed when the program leaves. Except for “constructors” that create representations of instances, attempts to invoke a method that belongs to a given object class outside the bounds of any object of that class are automatically identified as “scope violation errors.”

The logic of “scope tracking” may be outlined as follows:

(1) Explicitly identify each general fact of limited scope (that is, a fact that exists only within the bounds of some less-than-universal context) when this fact is first used. In implementations of OOP languages, this is done by marking an object class as active (or “initialized”) when the first data structure representing an instance of the object is created—that is, when a program enters the boundary, or scope, of the facts that give rise to the object. In the corresponding logic of claims about reality, it is necessary to note the (possibly bounded) context of every asserted, non-axiomatic generalization.
(2) Explicitly verify that every use of a concept is within the scope, as identified in step (1), of all the facts of reality to which that concept refers. In OOP languages, this means that whenever a method (other than the new instance constructor, when used to initialize an instance of a previously uninstantiated class) is invoked, it is invoked either with respect to a specific object instance, or with respect to a class with one or more instances that have been created and have not been destroyed. In syllogisms, this means that one must identify at each step the context, if any, of every term in the syllogism—and reject any would-be syllogism which lacks a context that lies simultaneously within the contexts of all its terms. And then explicitly delimit, as in step (1), the scope of the result.

As an example of how these steps are applied, consider Rand’s (1964c, 92) argument in the “logical transition from the principles guiding an individual’s actions to the principles guiding his relationship with others.” This is the argument relating rights in the individual context, that is “conditions of existence required by man’s nature for his proper survival,” (Rand 1957, 976) to rights as “moral principles defining and sanctioning a man’s freedom of action in a social context” (Rand 1964c, 93). The starting point is (A) the fact that a rational man will only act in ways that safeguard the conditions of existence required by his nature for his proper survival. Therefore, (B) he will benefit from cooperation and trade with others only if those with whom he deals respect the conditions of his proper survival. He knows that (C) those with whom he can deal for mutual benefit are rational men like himself, and therefore (D) they will deal with him on condition that he respect their conditions of proper survival. Therefore, (E) a rational man, in order to benefit from cooperation and trade with others, will respect the conditions of proper survival—the rights—of other men.

How is scope tracking applied to this argument? Proposition (A) is bounded by the requirement that there be conditions of existence in which one’s proper survival is possible. Proposition (B) is bounded by the requirement that the context permit one to benefit from cooperation and trade. These bounds exclude, from the scope of the principle of respecting rights, the so-called “lifeboat situations” often invoked in discussions of other ethical systems. These bounds on the scope of rights are a logical necessity, and not an objection: as Rand (1964b, 49) wrote, “men do not live in lifeboats.” Proposition (C) adds another bound: that the other, the person one is dealing with, is rational. Thus, for example, it is not a violation of the principle of respecting rights to prevent a depressed friend from killing herself: it is outside the scope of principle (E) because of this bound (and is a selfish action, because one stands to benefit from dealing with the saved friend when she is rational again).

In OOP languages, scope-tracking is automatic. It relieves the programmer of the need to watch for rogue pointers, and makes her task less laborious. In conscious syllogistic reasoning, scope-tracking imposes on the thinker a greater need for persistent mental focus than would be the case without it. But it is necessary to keep the result of a chain of syllogisms true of reality—that is, to keep it true.
5.3. Inheritance and Conceptual Common Denominators

A common denominator, in arithmetic, is a technique for adding or subtracting fractions with different denominators as though they had the same denominator. By analogy, Rand’s “Conceptual Common Denominator” (CCD) is the set of characteristics, which is the set of actions or measurements (in OOP, member methods or variables), that permits mental integration and similar mental operations on entities from different concepts (object instances from different classes) as though they were instances of the same concept or class. Some OOP languages have an abstraction (called “interface” in JAVA) that corresponds exactly to Rand’s CCD; most implement CCDs as sets of members (characteristics) “inherited” from a wider class by more specific classes. Inheritance is the application of knowledge and procedures from a wider class or concept to a narrower one. For example, a member of the class/concept “chair” inherits the measurements and actions of “furniture,” so that unless we have found out otherwise, we can apply what we know about furniture when asked about a chair.

Of course, a chair is not in all respects like other furniture: it has a seat, so it may tip over differently than furniture without a seat, etc. But inheritance provides the cognitive economy of being able to apply to chairs any measurement or action of furniture that is not known to be specifically different for chairs. The main benefit of inheritance techniques is cognitive economy: that which is already known about instances of one concept by virtue of its CCD with a second, may be re-applied to the second concept rather than developed from scratch.

A pure CCD, or in programming languages an interface, permits the application of the same cognitive economy between concepts/classes that share a subset of measurements and actions without belonging to the same broader concept or class. For example, appliances and furniture have some of the same measurements and actions (supporting surface, number of legs or supports, height, width, depth, tipping over when hit if higher than wide, etc.).

They may, however, differ systematically in some of those measurements and actions. In the case of appliances, for example, “supporting surface” is a sortal variable; it may be the floor or a tabletop, bench top, etc. In the case of furniture, the supporting surface is a constant characteristic—it is always the floor. The CCD permits one to figure out just once how to avoid tipping over instances of either concept, move them around, etc.

Rand’s use of CCDs, like OOP’s use of inheritance, is pervasive. In Introduction to Objectivist Epistemology, Rand uses CCDs in her explanations of concept formation (ch. 2), abstraction from abstractions (ch. 3), consciousness (ch. 4), definitions (ch. 5), and axiomatic concepts (ch. 6). In her Epistemology Workshops, Rand explained CCDs at length and used them in discussions of abstraction as measurement-omission (seminar A), the role of words (seminar D), meta-abstraction (seminar F), thought and emotion (seminar G) and the makeup of entities (seminar J). The use of CCDs is one of
Rand’s two most salient innovations in epistemology, as basic as measurement omission and much more generally applicable.

Unfortunately, writings by others about Rand’s epistemology seldom reflect the importance and ubiquity of CCDs in Rand’s thought; even Peikoff (1991) only mentions CCDs twice, both times in relation to concept-formation in his chapter 3. The techniques that have been developed by object-oriented programmers under the heading of inheritance are readily applicable to logic based on Objectivist epistemology; Rand’s own extensive use of CCDs coincides with several of those techniques. The foundation for inheritance techniques is explicit identification of CCDs. The CCD of a group of concepts consists of their common measurements (which, of course, may have different values for different instances of either concept) and corresponding (but not necessarily identical) actions. Depending on the number and importance of the corresponding actions and measurements in the CCD, the underlying concepts may be either integrated into a wider concept (if it makes sense to consider the characteristics included in the CCD as epistemologically essential for this wider concept) or a stand-alone CCD (analogous to “interface” in JAVA). While not all OOP languages implement multiple inheritance, multiple inheritance is clearly a fact of reality and therefore a principle of objective logic—for example, “girl” in fact inherits from both “child” and “woman.”

After one or more wider concepts or stand-alone CCDs have been specified, it is no longer efficient to duplicate their characteristics in mental operations on the concepts that “inherit” them. Instead, one need only refer, in mental operations on the more specific concept, to the wider concepts or stand-alone CCDs it “inherits from,” specifying only those of its inherited actions that differ from the norm inherited from wider concepts and CCDs, and measurements and actions beyond those inherited. In the Epistemology Workshops cited above, Rand does this repeatedly. Her seminar on “thought vs. emotion” (Rand [1966–67] 1990, 223–25) is an extended illustration of this technique: it starts with the question, “What is the CCD uniting thought and emotion?” and then uses this CCD to illuminate the relation between the two.

Summary

The parallels between Objectivist epistemology and OOP illuminate the boundary that Rand bridged from philosophical systems created by and in human consciousness, to objective philosophical sciences based on the primacy of reality. In objective sciences, which now include epistemology and logic, knowledge is discovered rather than created. The same discovery can be made independently by different minds, because it is a fact of the same reality that is being discovered. There is no reason for any user of logic to refrain from using facts discovered by others—and in the case of logic derived from analogous principles in Object-Oriented programming and Objectivist-Objective epistemology, there is much to be gained by using techniques discovered by both.

Notes

1. Galileo tied one end of a string to a nail on a board, and attached weights to the string’s other end, which hung from the board’s edge. He found that to change the pitch by an octave (factor of 2 in the frequency of vibration) required 4 times the original weight, not 2 times as claimed by Aristotle (Drake 1970; 1975; 1978). Long (2000) argues that Aristotle, unlike Rand, regarded “what is evident to
everyone or to most people”—the collective wisdom of mankind—as endoxa, premises that required no additional validation from sense data. If Long is right, it could be said that Aristotle lost favor with post-Renaissance scientists because he was not an Objectivist.

2. “Every network manager has a security policy. Those who say they don’t have one just don’t know what theirs is” (Steven Bellovin, AT&T Network Security Lectures, based on Cheswick and Bellovin 1994).

3. For more on the relation of Rand’s philosophical epistemology to Gibson’s psychological epistemology, see Kelley 1986, 66–75.

4. Merrill (1997) identifies Rand’s distinction between “Primacy of Existence” and “Primacy of Consciousness” with the boundary between science and “humanistic scholarship” in the sense of Snow (1993). According to Merrill, science does not differ from humanistic scholarship primarily because it uses different methods of thinking. Merrill argues that those who distinguish science by its methodology—that is, by what goes on in the scientist’s consciousness—are looking at science from the external perspective of the primacy-of-consciousness culture, and miss the essential difference: that, in science, unlike pre-Objectivist philosophy, the topic is reality, not ideas. Scientists, depending on the aspects of reality being dealt with, use any appropriate methodology such as experimentation, observation, induction, deduction, etc. What defines the real scientific method is not any one way of thinking, but rather the commitment to “go by the evidence” of reality in judging what is true, without regard for the effect of doing so on the state of anyone’s feelings, beliefs, or claims to wisdom.

Philosophy, self-defined from Thales on as “love of wisdom”—that is, the pursuit of a wise consciousness—has been, historically, the paradigmatic discipline of “humanistic scholarship.” At extremes, its commitment to primacy of consciousness was expressed in positions implying that there was no reality external to consciousness; or that external reality, if it existed at all, was not knowable; or that we can know our minds without knowing the external world; or that knowledge of some aspects of reality should not be sought, because obtaining it would compromise the state of consciousness esteemed as wisdom. But primacy of consciousness appears implicit also in less extreme positions, such as Aristotle’s occasional acceptance of a belief that was intuitively plausible, and did not contradict anything he already knew, without doing what to Galileo, and to any modern scientist, would be a simple and obligatory test against reality. Merrill notes that what Rand called the “special sciences,” from physics to psychology, gradually cut their ties to the primacy-of-consciousness tradition as they became part of real, primacy-of-existence objective science. Although Rand herself did not claim this explicitly, Campbell (1999) shows that Rand, like Piaget, tried to incorporate available scientific knowledge—particularly from developmental psychology—into the structure and substance of her epistemology. Piaget did this because he had worked for decades collecting data on human development; Rand did this because, at the time (see note 14 below), she was still committed to the integration of philosophy with knowledge available from other primacy-of-reality disciplines.

5. Besides Piaget (1950), Papert (1980, 217) recommends Boden (1979) and a “short list” of nine other books.

6. Of course, if the designer is used to formulating the problem in terms of procedural languages or other non-OOP approaches, there is a significant developmental transition that the programmer needs to undergo before he or she will think in fully object- oriented terms. See Campbell et. al. 1992.

7. It may seem ironic to credit Plato, the originator of the “shadows on the far wall of the cave” metaphor for perception, with influence parallel to Rand’s “primacy of existence.” Yet, in modern terms,
Plato’s metaphor may have been intended to motivate reasonable caution in interpreting perceptions—a point vindicated by scientific knowledge of perceptual and cognitive illusions—and not to deny the existence of an actual objective reality shaped by universal “forms” (the latter corresponding, roughly, to “laws of reality”). The idea that perception, not being diaphanous, cannot be trusted to produce reliable identification of reality even when interpreted and corrected by reason was introduced later, by Jewish and Christian Platonists, notably Philo of Alexandria. Philo argued that Reason could apprehend Forms without mediation by “shadows” (perception and the senses), an interpretation that promoted the identification of Form with God. In that sense, Plato himself was not necessarily a Platonist.

8. Merrill (1997) notes that once the primacy-of-reality principle is accepted, all that obscures the contiguity of the philosophical sciences with the rest of science is the current formulation of their boundary in terms of methodology—itself a symptom of primacy-of-consciousness among would-be “philosophers of science.” Hence the need to recognize axiomatics as a valid methodology of positive science. See also Merrill 1995.


10. In C++, it was possible to retain and “make use” of a pointer to an object that had been destroyed when the program left its scope. The place in storage that was previously occupied by information about the destroyed object was sometimes allocated to other objects by the time the pointer was misused—and in that case the rogue pointer corrupted information about unrelated objects, causing defects that were extremely difficult to trace. For a more extended discussion of the havoc created by rogue pointers, see Cline and Lomow (1995, FAQs 304, 306 and 308).

11. In some contexts, particularly when the measurements omitted in the induction of a generalization are sortal rather than scalar, parts of the exact location of the boundary may be optional. This is analogous to Rand’s ([1966–67] 1990, 72–74) discussion of the “borderline cases” of a concept. Thus, when using a general fact to answer some specific question, it may be enough to place the underdetermined parts of the boundary in any convenient place, subject to the requirement that its placement must be coherent with known facts of reality, and made explicitly clear.

12. While Rand wrote that “Man is not a lone wolf and he is not a social animal. He is a contractual animal” ([1972] 1979, 2–3), she was not a contractarian in the sense of holding that rights are the result of a “social contract.” In Rand’s ethics, the decision to respect the rights of others is made by the rational man unilaterally, as a precondition for contractual cooperation and trade.

13. The 1990 edition of *Introduction to Objectivist Epistemology* includes excerpts from the epistemology workshops for philosophers and scientists that Rand conducted between 1969 and 1971.

14. After Rand’s break with Nathaniel Branden in 1968, she de-emphasized, and in some respects repudiated, their previous integration of philosophy with the inductive sciences. By 1973, Rand was asserting a hierarchical, one-way relation between philosophy and “special sciences” such as developmental and cognitive psychology (Rand 1973, 278): Philosophy studies the fundamental nature of existence, of man, and of man’s relationship to existence. As against the special sciences, which deal only with particular aspects, philosophy deals with those aspects of the universe which pertain to everything that exists. In the realm of cognition, the special sciences are the trees, but philosophy is the soil which makes the forest possible. Rand’s integration of psychology and biology with philosophy
during the period of her collaboration with Branden, and her subsequent de-emphasis and repudiation of that integration, deserve the attention of a separate study.
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